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ABSTRACT

The Multimedia Interface for the Disabled (MIND) project is concerned with developing a set of guidelines and authoring tools, for use by multimedia developers, to enable them to augment their products to encompass the specific needs of sensory impaired users. This paper presents the ethos behind the project and describes the MIND software prototype developed. The MIND prototype maximises the effectiveness of multimedia information delivery, through the provision of an adaptable and easily navigated user interface, which incorporates access to the augmented multimedia information created with the authoring tools.

1. Introduction

Multimedia has been the subject of intense development over recent years. This development coupled with the continually decreasing costs of the enabling technology has resulted in a significant expansion in the use of multimedia. Indeed, it is already noticeable that multimedia applications are impacting significantly upon our environment whether in the workplace, in education or in entertainment (Sloan, 1996).

Multimedia by its very nature of being a multi-modal mix of text, graphics, audio, video, and animation, stimulates our senses of sight and hearing, often in harmony to maximise information delivery. For the majority of the population, a multi-modal mix thus adds value to the information dissemination process. However, there is a small but significant group of the general and computing population who through some form of sensory impairment are unable to exploit fully the capabilities of multimedia.

Research into interface technology for users with various forms of sensory deprivation has revealed a number of specialised techniques, tools and applications that can be used to better facilitate computer interaction for the disabled user. These include Braille screen readers (Alva, 1998), screen magnification tools (Dolphin, 1998), acoustic environments (Lumbreras et al, 1996), speech synthesisers (Dolphin, 1998) and virtual keyboards (Istance, 1996). However, many such developments rely on specifically designed hardware peripherals, which must therefore be ‘bolted onto’ the software application with which they are to be used. This is due to the fact that the broad spectrum of software products currently in use, and particularly those of a multimedia nature, do not include, interfaces specifically designed to assist the user who has sensory impairment.

Evidence suggests that multimedia applications will become continually intrinsic to our work and everyday lives. Hence there is a very real need to research and define an approach to multimedia product development, such that mainstream multimedia products can be effortlessly used by the full spectrum of the population (Edwards et al, 1995). The MIND project is addressing this need through the provision of mechanisms for selective substitution or augmentation of each media type according to an individual’s needs. The approach is being further enhanced through the seamless integration of virtual reality techniques into the interface in order to expand the range of input and output mechanisms by which the user can interact with the computer.

2. Aims of the MIND Project

The MIND project was instigated to further investigate and invite discussion about the perceptions and needs of individuals throughout the entire spectrum of the sensory impaired population, particularly with regard to their use of multimedia applications. The key aims of the MIND project were threefold addressing the authoring, end-user interaction and technological aspects of multimedia development:

<table>
<thead>
<tr>
<th>Psychological Issue</th>
<th>Interface Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive Issues</td>
<td>Can established information, theories and methods be applied to the MIND interface? For example, can information processing theory be considered in an effort to conceptualise user behaviour and consequently make predictions about user performance?</td>
</tr>
<tr>
<td>Perception &amp;</td>
<td>How information is perceived and represented is of paramount within a system such as MIND. For example, how can the interface enable information projection via particular media types to be accessible to all individuals across the range of disabilities considered?</td>
</tr>
<tr>
<td>Representation of</td>
<td>How can the MIND system directionally focus attention and enable the user to quickly and easily learn and remember the operation of the interface, whatever the disability?</td>
</tr>
<tr>
<td>Information</td>
<td></td>
</tr>
<tr>
<td>Attention, Memory &amp;</td>
<td>Which input devices are most suitable for a particular disability and how can the interface accommodate these?</td>
</tr>
<tr>
<td>Learning</td>
<td></td>
</tr>
<tr>
<td>Input Devices</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Examples of psychological user interface design issues considered
1. To develop a set of guidelines and authoring tools that can be used by multimedia developers to augment their products to encompass the specific needs of sensory impaired users. These guidelines and tools address navigational and interactive aspects of the interface, as well as provision of compensatory methods for presentation of multimedia information from which sensory impaired users may presently be precluded.

2. To provide the user with an interface that can be adapted personally by themselves to enable navigation.

---

**Table 2. Examples of possible physical and psychological limitations related to impairment**

<table>
<thead>
<tr>
<th>Sensory Impairment</th>
<th>Possible Physical &amp; Psychological Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind</td>
<td>Unable to see the VDU. Complete screen contents may have to be stored in memory for fluent interface navigation. May feel unconfident using the mouse.</td>
</tr>
<tr>
<td>Partial Sight</td>
<td>May only be able to see large objects present on the VDU. May be able to only focus on one particular area of the screen at any particular time.</td>
</tr>
<tr>
<td>Deaf</td>
<td>Unable to hear sound emitted from PC soundcard.</td>
</tr>
<tr>
<td>Hearing Impaired</td>
<td>May be unable to hear certain frequency ranges. May only have monaural hearing with consequent loss of stereo sound perception.</td>
</tr>
<tr>
<td>Co-ordination Difficulties</td>
<td>May be unable to utilise the mouse and therefore unable to accurately locate and select controls within a two dimensional screen definition. May be unable to utilise more than a few control keys.</td>
</tr>
</tbody>
</table>

---

**Figure 1: Diagram showing a possible development and usage pathway.**
interaction and presentation of previously non-perceivable information in alternative forms according to the specific requirements of their disability.

3. To design and develop a software prototype that addresses the first two aims, whilst operating on any 100% MPC level-2 (Sloane, 1996) compliant personal computer running the Microsoft Windows 95 operating system, to enable maximum uptake and evolution of the system.

Central to meeting these aims was the mapping of the general psychological issues associated with user interface design (see Table 1) to the identified limitations and requirements of the sensory impaired users (see Table 2) within the scope of affordable technology (Eysenck and Keane; Goldstein; McKnight et al, 1993; Preece, 1994).

3. The MIND System Approach

In addition to the design and development of the system architecture, it was deemed important to consider the position of the developers and the end users within a proposed typical development and usage pathway and to account for this with the prototype design. For brevity, this is summarised in Figure 1.

4. The MIND System Prototype

The MIND system is being designed and developed via a combination of rapid evolutionary prototyping and incremental development techniques (Sommerville, 1995; Connell and Shafer, 1995). This approach has enabled a flexible framework to be constructed into which the various interface elements and authoring tools can be progressively integrated. Such an approach has also enabled user feedback to be incorporated into the system features from an early stage. To facilitate rapid and flexible development, within a visual integrated development environment that offers customisable multimedia components, Borland’s Delphi version 3.0 (Borland, 1997; Osier et al, 1997) was chosen as the development language. To enable maximum uptake the MIND system has been designed to operate on any 100% MPC Level 2 compliant personal computer running the Microsoft Windows 95 operating system. The key features currently incorporated into the prototype are summarised in the following subsections and Figures 2 to 11.

4.1 LOGGING ONTO THE SYSTEM

The ‘Log-in’ form provide the means of entering the MIND system. It consists of a virtual keyboard and a data entry box. A toggle-audicon enables the Querty arrangement (see Figure 2) of the keyboard to be changed to an alphabetical format (see Figure 3) and vice versa. Each time a letter of the alphabet, represented by an audicon, is selected, the chosen character is added to the end of the name string in the data entry box. A blind user can check the text currently entered in the data entry box by selecting the ‘Speak’ audicon. Navigation of the keyboard may also occur via tabbing from one audicon to the next.

Alternatively, the MIND system incorporates Microsoft’s Speech Recognition engine (1998) thereby enabling the user to enter their log-in name verbally by means of an external microphone. If recognised as a registered user, the system acknowledges the user and automatically loads all associated preferences saved under that user’s login name. If a particular name is not recognised then the system asks the user to try again, advising them of the need to speak as clearly as possible.

The preferences of each user are stored in a ‘User Registration File’ via the ‘User Registration Tool’. This tool allows the addition and editing of users currently registered with the system. It also compiles users’ names into the special ‘grammar file’ needed by the speech recognition engine to determine which log-in names are valid.
4.2 THE MAIN MENU AND INTERFACE

The multimedia interface consists of a resizable and adaptable ‘Main Menu’ window or form containing the buttons from which all facilities that provide access to the multimedia components can be selected (see Figure 4). This form is completely resizeable such that the buttons also resize, thereby maintaining their spatial relationship along the vertical axis. The font describing the buttons’ functionality also resizes in order to provide partially sighted users with the largest typeface possible within the vertical screen definition. Resizing the main menu to cover the full width of the screen also aids in the spatial location of buttons for blind users since they only have to consider the vertical axis in order to locate a particular button with the mouse cursor.

Figure 4: The Resizable Main Menu Form

4.3 SELECTION OF FEATURES

All features may be selected in the normal manner by positioning the mouse cursor over the corresponding screen button and depressing the left mouse button. However, the buttons are also implemented as ‘audicons’, which are entities that represent a certain functionality by auditory as well as visual means. As the mouse cursor is moved over a button a digital sample of a voice describing that particular button’s operation is emitted. Alternatively, the options available within the main menu or tools may be located by means of ‘tabbed’ keyboard input coupled with explanatory auditory information.

This simple keyboard interaction has also been designed to assist users with co-ordination impairment since it eliminates the needs for physical dexterity and accuracy often associated with the use of a mouse. Additionally, blind users who do not feel completely confident with the mouse may also prefer this method of interaction. Future developments of the system may also consider ‘headset’ or ‘eye stare’ selection of features on a simplified virtual keypad.

Figure 6: The Video Form

4.4 NAVIGATION WITHIN MIND

Many of the navigational aspects of the MIND system have been determined by the needs of visually impaired and blind users. The MIND system follows a simple 2-tiered hierarchical design. This means that in order to navigate...
from any one form or multimedia representation to another, the user must return to the main menu. Additionally, when the user selects an option from the main menu the resultant form or window is displayed ‘modally’. This means that the current form must be closed before the user can reactivate the main menu. Although, this may appear to be somewhat tedious, it ensures that the user is prevented from becoming ‘lost’ within the system.

The selection of, or exit from, any of the forms available within the main menu is also accompanied by auditory information describing the users actions and the current status of the system. Additionally, to prevent accidental selection of applications outside of the MIND system, the Windows 95 Taskbar is automatically removed from view whilst the MIND system is running.

4.5 CONSISTENCY AND DEFAULTS

To provide a consistent interface, by default all the attributes pertaining to the buttons on the ‘Main Menu’ form are extended to every button throughout the MIND system. However, the ‘Options Menu’ that is currently being implemented, will provide methods whereby the attributes of each button within the interface can be adapted to suit the preferences of individual users.

4.6 THE VIDEO FORM

One of the key multimedia features implemented to date is the ‘Video Form’. This form enables the synchronous display of two videos and a corresponding subtitle file (see Figure 6). The left video constitutes the ‘Main’ video, whilst that to the right may be an accompanying ‘Signing’ video, thereby translating the audio within the main video to sign language for comprehension by deaf users. Additionally, a subtitle file may be created using the Subtitle Authoring Tool and then displayed in parallel with the main video. The subtitles may also be displayed in different colours to indicate which individual within the main video is currently speaking or in order to depict background sound. The video form and its components are completely resizable to aid partially sighted persons, and if required the subtitling may be expanded to fill the entire lower half of the form (see Figure 7).

At present, the video form only supports media in AVI format but future developments will allow the presentation of MPEG encoded video. For demonstrative purposes, a suite of media was assembled. The main video was a short promotional video for a computer game. The second video was a British sign language (BSL) translation of the main video which was also complemented by an associated subtitle file.

The ‘Subtitle Authoring Tool’ (see Figure 8) provides an interface whereby subtitle text can be easily entered along with a time of activation and a particular colour. The use of colour within the subtitles helps identify the different characters speaking within a video and may be defined by assigning colours to an integer value which is then specified using the tool. For example the value ‘1’ corresponds to the Colour ‘Black’ for the subtitles defined in Figure 8. The developer can browse through the list of subtitle records by selecting the ‘next’ and ‘previous’ buttons.

4.7 THE CD FORM

The Audio CD Database Tool has also been successfully implemented. This enables the provision of a CD form and associated interface from which audio CD tracks can be played in parallel with a corresponding video and subtitle file (see Figures 9 and 10). The CD form consists of: a main resizable window, a display area for subtitles, an area for AVI presentation and an area where current CD information can be displayed.
All CDs that are registered with the MIND system by use of the CD Database Tool (see Figure 11) will automatically be recognised and relevant files loaded. The information that can be stored about each CD is currently:

- The title of the CD and a corresponding auditory description.
- The artist of the CD and a corresponding auditory description.
- The label of the publisher who released the CD and a corresponding auditory description.

Each individual CD audio track may also be associated with:

- Textual and auditory information describing the title of the track.
- A MIND subtitle file that contains textual information describing the contents of the track, or which is a ‘dictation’ of the voiced words within the CD track.
- A Video file, which may contain relevant information such as a signing translation or a music video.

The ‘Speak Info’ audicon informs a blind user of the current track playing. If a WAV file has not been associated with the currently selected track then the system will read out the text by utilising the Text-to-Speech (TTS) engine. The MIND system utilises both Microsoft’s Speech API (1998) and a set of shareware components collectively called DTalk (1998; Barbosa, 1998). DTalk consists of a Text-to-Speech component to enable talking applications and Grammar/Speech Recognition (SR) components to make applications listen and understand. The DTalk components interface to the Microsoft TTS and SR engines present in their Software Development Kit (SDK) (1998).

### Table 3. Features under development and incorporation within the MIND prototype

<table>
<thead>
<tr>
<th>Feature</th>
<th>Tools being Considered</th>
</tr>
</thead>
</table>
| The MIDI Form       | A designated video area where information about the current MIDI tune playing can be displayed (e.g. display of a composer purveying the current tempo and auditory experience). A visual piano keyboard, whose keys change colour, indicating the current notes in play. A scrolling musical score, which highlights the notes currently in play. Textual information describing the style, tempo and key of the music and who it was com-     
|                     | by.                                                                                      |
| The WAVE form       | A designated subtitle area where dictation of spoken word within the sound sample (if any) or a description of the actual sound can be displayed. Graphic display of the waveform output. Animated graphic equalisers showing intensity for various wavelength intervals at any specific time. |
| The BITMAP form     | Each bitmap file is to be associated with auditory information describing the picture. The facility to enlarge an image will be provided to aid those persons with partial sight. |
| The HYPERTEXT form  | A form which allows HTML files to be loaded and displayed as well as providing methods by which disabled users may interact and direct the information flow. Speech outputs to be achieved by utilising Microsoft’s text to speech engine. |
| The OPTIONS form    | A form that enables the interface and its facilities to be further adapted to suit the user, for example by allowing default file locations to be specified or volume levels for specific devices to be altered. |
| OTHER tools         | Using ‘stereo sound’ to provide a guidance mechanism to the spatial location of audicons. Providing ‘hot keys’ to enable the user to be transported to a specific location within the interface. The use of Microsoft’s Speech Recognition Engine to eliminate the use of mouse or keyboard input. |
| VR tools            | The use of ambiosonic sound to generate an enhanced 3-D navigation system, incorporating variable volume levels, echoing, and narrative descriptions of the commands selected. Development of an eye stare virtual keyboard incorporating the limited key commands required for navigating the system. Incorporation of speaker vibration as an output mechanism. Extension of a 2-D multimedia interface into a 3-D virtual world. |
5. Work in Progress

Work within the MIND project is ongoing. The features currently being developed and incrementally incorporated into the MIND system are summarised in Table 3.

6. Testing

Testing and user evaluation is essential for a system that relies extensively on the success of its interface. With this in mind feedback has been obtained from a profoundly deaf subject whose job role is to use video and signing communication strategies to help individuals who have recently lost their sense of hearing. Feedback has been extremely positive and the person in question is interested in using the software within their line of work. Other visually and aurally impaired users have also been consulted during the project. However, it is acknowledged that to date, due to the constraints of the project, testing of the system has been of a qualitative rather than quantitative nature. More extensive and formal evaluations of the MIND system, with planned and will be conducted within the next couple of months. This form of testing, with large numbers of individuals and controlled experiments will provide more statistically significant results. However, in the meantime all qualitative feedback obtained will continue to impact on the development of future prototype versions.

7. Summary

This paper has briefly introduced the work associated with the MIND project. Substantial progress has been made in a very short space of time and implementation is ongoing. A demonstrable prototype, successfully incorporating the features described in Section 4 is available, and is stimulating discussion and feedback into the needs and expectation of users with sensory impairments. It is expected that the results and ideas stemming from this project, which is being conducted with very limited resources, will act as a pump-priming activity for a more detailed and funded study into ways to adapt multimedia software products to meet the needs of sensory impaired users. The sensory impairments considered within the

<table>
<thead>
<tr>
<th>Sensory Impairment</th>
<th>Possible Physical &amp; Psychological Limitations</th>
<th>Compensatory Computing Methods Implemented Within MIND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind</td>
<td>Unable to see the VDU. Complete screen contents may have to be stored in memory for fluent interface navigation. May feel unconfident using the mouse.</td>
<td>The provision of audicons, sound guidance mechanisms, TTS &amp; SR. Removal of Windows 95 taskbar. The provision of a 2-tiered hierarchical design. The ‘modal’ presentation of forms focusing attention. Keeping all form contents to the bare minimum without compromising on functionality. The provision of audicons that cover the whole vertical screen definition. The facility to utilise a small portion of the keyboard as an input device.</td>
</tr>
<tr>
<td>Partial Sight</td>
<td>May be only able to see large objects present on the VDU. May be only able to focus on one particular area of the screen at any particular time.</td>
<td>The ability to scale the screen contents. Audicons and controls are located in close proximity to one another in ‘clusters’. Forms are represented and displayed ‘modally’, eliminating the need to see the whole interface and subordinate child forms at the same time.</td>
</tr>
<tr>
<td>Deaf</td>
<td>Unable to hear sound emitted from PC soundcard.</td>
<td>Provision of compensatory methods such as subtitle presentation.</td>
</tr>
<tr>
<td>Hearing Impaired</td>
<td>May be unable to hear certain frequency ranges. May only have monaural hearing with consequent loss of stereo sound perception.</td>
<td>No solution at present. Real-time processing of digital sound samples could be performed to evade the frequency range the sensory impaired individual cannot perceive. No solution at present. Real time processing could convert stereo sound to mono. More simply, the line-out wires from the soundcard could be fused to produce mono sound.</td>
</tr>
<tr>
<td>Co-ordination Difficulties</td>
<td>May be unable to utilise the mouse. Therefore such individuals may be unable to accurately locate and select controls within a two dimensional screen definition. May be unable to utilise more than a few control keys.</td>
<td>The provision of audicons. The ability to scale audicons to cover the complete horizontal and vertical screen definition. The ability to use the keyboard as an input device. The MIND system only requires two control keys; a navigation and select key. Speech Recognition.</td>
</tr>
</tbody>
</table>
MIND project to date, the possible physical & psychological limitations of individuals possessing these impairments and the compensatory methods provided by the MIND system prototype are summarised in Table 4. Work is continuing in the areas described in section 6. There is also scope in future studies for using virtual reality techniques to extend the MIND system to address the specific needs of the elderly and of individuals with learning difficulties.
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