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Abstract—We present a simple method to generate three-dimensional frozen and non-frozen turbulent wind fields for use in the animation of wind-induced motion. Our approach uses \(1/f^\beta\) noise to match the characteristics of natural wind. By employing a noise-based approach, the complexity as well as computational cost is reduced. Additionally, by considering key characteristics of actual wind that are applied in the structural engineering field, our proposed method is able to produce plausible results in outdoor wind field simulations. In this paper, we describe the implementation results of our proposed method and compare them with other existing approaches used to construct turbulent wind fields. The implementation and visualization are carried out for both two- and three-dimensional scenarios and compared with the results of other well-known methods.

Index Terms—\(1/f^\beta\) noise, natural phenomena, stochastic modeling, wind field, wind turbulence.

I. INTRODUCTION

The mathematical modeling of wind is a challenging task because it involves a high degree of complexity. In the field of computer animation, modeling a wind field essentially depends on visual appearance and not on strict physical accuracy. Therefore, early methods considered developing approximations that could mimic the visual behavior of wind.

There have been several approaches to modeling the wind field in the computer graphics community. To depict animated trees and grass, Shinya and Fournier [1] constructed a complex flow field by modeling the wind field in Fourier space and then converting it to a time-varying force field. Similarly, Stam and Fiume [2] synthesized stochastic wind fields by applying a different spectrum filter to the turbulent motion of gas. Ota et al. [3] and Hu et al. [4] simulated the motion of branches and leaves swaying in a wind field by using noise functions. The most accurate wind field simulations are generated by using Navier–Stokes equations [5, 6]. Wejchert and Haumann [7] developed an aerodynamic model to simulate leaves falling from trees in a wind field. In addition, many other papers, such as [8-11], are concerned with modeling the faithful motions to the influence of external forces such as caused by a wind field.

In the animations of waving phenomena, Fujimoto et al. [12] used fractional Brownian motion (fBm). Qiang et al. [13] expanded 2D simulation of breaking waves into 3D representation by giving motion variation using fBm.

Most approaches typically use stochastic approximations for wind simulation and carry out the simulation in the frequency domain. To realistically model natural phenomena, the filter should be based on real-world data. Although alternative approaches based on physical methods provide physical accuracy and visually convincing results, their computational cost is quite high. Methods based on noise functions are simpler than the abovementioned methods, but the simulated wind fields are not realistic enough because the key characteristics of actual wind are not considered. In contrast, in the approaches of [1] and [2], experimental data and statistics are borrowed from other fields such as structural engineering and oceanography and introduced to the graphics community to create synthetic images.

The aim of this study is the identification of an alternative approach for simulating a wind field and the animation of dynamic natural scenes with reduced computational costs while simultaneously producing a realistic visual simulation. We employ a noise-based approach to minimize computation time and stochastic approaches to approximate the complicated motion of specific phenomena. Fractional Brownian motion is one useful technique to represent natural objects or phenomena with randomness. Up to now, fBm has been mainly used for representing the shapes of static objects, such as mountainous terrains or clouds of fractal density distribution [14]. fBm is also known as \(1/f^\beta\) noise. In our approach, we implement fBm functions using a simple spectrum synthesis technique based on FFT [15], but it is also possible to use other techniques such as Perlin noise [16] and procedural noise functions [17]. By using the main wind characteristics applied in structural engineering, we were able to control noise data more intuitively. Hence, our contributions can be summarized in the following points.

- Our method is simple but can produce wind fields of almost same quality as those of well-known approaches.
- Our proposed approach is comparable to other well-known approaches used in the computer graphics community.
- Wind fields simulated by our method can be described using relatively few parameters.

The rest of this paper is organized as follows: In Section II,
we discuss the key characteristics of wind considered in the structural engineering field. In this section, some experimental data is included to illustrate the natural characteristics of wind predicted in an intuitive manner. Then, in Sections III and IV, we introduce our proposed two-dimensional and three-dimensional wind field model by comparing it to well-known methods. Implementation and visualization results are described in Section V. Finally, we summarize this paper in the Conclusion section.

II. CHARACTERISTICS OF WIND

Wind is a fairly common phenomenon and is considered the primary cause of motion in almost all outdoor simulations. Without a turbulent wind field, animations would lack a natural chaotic look, which is an important characteristic of most natural phenomena.

Here, we describe some fundamental characteristics and laws used as the theoretical basis of our research.

Closer to the ground surface, wind speed is affected by the friction force that depends on the terrain. The mean wind velocity profile within the atmospheric boundary layer is described by

$$U(z) = \frac{1}{k} u_* \ln \left( \frac{z}{z_0} \right)$$

(1)

in which $u_*$ is the friction velocity, $k$ is von Karman’s constant (=0.4), $z$ is the height above the ground and $z_0$ is the roughness length. The roughness affects the thickness of the boundary layer, and the velocity at any height decreases as surface roughness increases.

In general, the velocity of wind may be represented in vector form as

$$U(z,t) = U(z) i + u(z,t) i + v(z,t) j + w(z,t) k$$

(2)

where $u$, $v$, and $w$ are the fluctuating components of gust along the $x$-, $y$-, and $z$-axes (longitudinal, lateral, and vertical axes) and $U(z)$ is the mean wind along the $x$-axis. The fluctuating component along the mean wind direction, $u$, is the largest, and it is therefore the most important parameter pertaining to wind.

The power spectral density (PSD) function is another important function that describes the nature of wind turbulence. To study turbulence using a continuous record of measurements at a single point, we need to assume that the turbulence is frozen at a point. Several mathematical models describe the wind power spectrum. Some of them have been suggested by von Karman, Kolmogoroff, Davenport, Kaimal, etc. For example, the wind speed turbulence spectrum in the along-wind direction was described by Kolmogoroff [18] as:

$$\frac{nS_f(n)}{u_*^2} = Af^{-\beta}$$

(3)

where $n$ is the frequency in Hz, $C$ is a constant, $u_*$ is the friction velocity, $f = nz/U(z)$ is the normalized frequency, and $U(z)$ is the mean wind speed at height $z$.

A general form of the wind turbulence spectrum model was suggested by Olesen et al [18].

$$\frac{nS_f(n)}{u_*^2} = \frac{Af^{-\beta}}{(1 + Bf^{-\alpha})^\gamma}$$

(4)

The spatial description of turbulence is characterized by a coherence function [19], whereas the turbulence model for a single point in space can be described by Eq. (3) or (4). Turbulence is often associated with wind shear. Wind shear refers to the change in the wind speed or direction with atmospheric elevation.

To describe the characteristics of natural wind, the time history data for the along-wind direction is discussed in this section. The wind speed data were recorded using a hot-wire anemometer at a rate of 1 Hz with a sampling interval of 1 s. The data contained 1024 data points. We measured the data at a height of 2 m above the ground in a suburban area. The mean wind speed from the collected data was found to be 3.81 m/s. That is, $U(2 \text{ m}) = 3.81 \text{ m/s}$ and $z_0 = 0.3$. Fig. 1(a) shows the time history of the measured wind speed and Fig. 1(b) illustrates its power spectrum in a log by log representation.

At first glance, the wind time-series resembles an irregular, noisy mess. However, as shown in Fig. 1(b), the slope of the power spectrum for the actual wind data resembles $1/f^\beta$-noise when $\beta = 1.58$ ($=5.0/3.0$).
\[ S(f) = \frac{1}{f^\beta} \]  

(5)

where the parameter \( \beta \) describes small-scale noise roughness.

In the next section, we describe our proposed approach in more detail for constructing a wind field based on fBm noise by considering the characteristics of actual wind.

III. WIND FIELD MODEL

3.1 Comparison with well-known approaches

Turbulent wind fields are modeled as stochastic processes. Shinya and Fournier [1] employed a stochastic process and applied Fourier synthesis to derive a wind field in the spatiotemporal frequency domain and inverted the result to obtain a periodic space–time wind field. Stam and Fiume [2] employed the same paradigm but they were mainly concerned with coupling the wind field model with microscopic interaction of gaseous and fluid phenomena. In contrast, [1] were mainly concerned with coupling the wind field model with macroscopic physical models of rigid or deformable objects. Both wind field models, however, can be applied to a wide range of phenomena.

Both the methods mentioned above adopted the wind field model used in the structural engineering field; this model considers the characteristics of wind. In [1], Shinya and Fournier used the experimental formulation of the power spectrum of wind in uniform fields and applied Davenport’s exponential coherence functions [19] to build a spatially correlated turbulent field. The coherence function is used for all three wind directions. In [1], Shinya and Fournier selected power spectra for each of the following wind components: \( u \), \( v \), and \( w \). The spectra were respectively referred to as \( S_u \), \( S_v \), and \( S_w \), and are given by the following equations:

\[
S_u = C_0200(v/f)/(1+50v)^{5/3} \\
S_v = C_115(v/f)/(1+9.5v)^{5/3} \\
S_w = C_33.36(v/f)/(1+10v^{5/3})
\]

(6)

where \( f \) is the temporal frequency in Hz, \( v = \frac{\nu}{U(z)} \), \( z \) is the height of the observation point from the ground, and \( U(z) \) is the mean wind velocity at that point. To simplify the wind field model, Shinya and Fournier applied Taylor’s frozen turbulence hypothesis.

Unlike [1], Stam divided the wind field into a large-scale component and a small-scale component. The small-scale term is modeled by random vector fields by considering the cross-correlation between different components of the velocity field at two different points in space-time. Additionally, the structure of a velocity field is entirely determined by Kolmogoroff’s energy spectrum. Moreover, instead of invoking Taylor’s hypothesis, Stam and Fiume modeled the temporal frequency according to the energy spectrum function as well as the temporal spread function.

Additionally, the two methods mentioned above [1, 2] produce spatiotemporal wind velocity fields by accounting for spatiotemporal auto-correlation.

3.2 Important steps in constructing the wind field

To describe and compare our approach, we outlined the important steps and the differences between the abovementioned approaches [1] and [2].

1. Stam and Fiume [2] assume that a velocity field is homogenous in space and stationary in time, which implies that the corresponding cross correlation only depends on the difference between the two points and the difference between the two times.
2. Stam and Fiume [2] assume that the velocity field is spatially isotropic. Thus, the cross-correlation functions only depend on the distance between the points.
3. The structure of a velocity field in [2] is determined by its energy spectrum function (via its cross-spectral density functions).
4. The approach of Stam and Fiume [2] uses the best-known Kolmogoroff energy spectrum, whereas Shinya and Fournier use the wind turbulence spectrum model, which is determined using experimental data and given by Eq. (6).
5. Instead of invoking Taylor’s hypothesis [1], Stam and Fiume model the temporal frequency dependence of the energy spectrum using a temporal spread function.
7. The velocity field is then obtained by taking the inverse Fourier transform for each wind component.

IV. OUR APPROACH

Our fBm-based wind field model does not cover cross-spectral density functions applied in the approaches [1, 2] mentioned in the previous section. We construct the wind field directly from the power spectral density functions by applying higher dimensional fBm noise. Therefore, our approach is quite simple as compared to the existing approaches.

Additionally, we consider the key characteristics of natural wind employed in the structural engineering field in our wind field modeling approach. Our approach provides an intuitive description of wind parameters and allows animators to control the wind field by using those parameters. It also constructs spatially as well as temporally varying 2D and 3D wind fields and shows a comparison of the visualization results of the two approaches mentioned above.

4.1 Consideration of power spectral density

Since we use higher dimensional fBm noise data, we employ the PSD function, which is given as follows.
\[ S(f_1,\ldots,f_n) = \frac{A}{\left(\sum_{i=1}^{n} f_i^{2n+1}\right)^{1/(2n+1)}} \]  

(7)

where \( n \) is the dimension of the wind field and \( \beta \) is the slope of the power spectrum. The algorithm developed by Voss [20] is the main point of reference for the generation of \( 1/f \) noise.

### 4.2 Physical meanings of wind model field model parameters

If we adopt the wind power spectrum model suggested by Kolmogoroff and given by Eq. (3), the intuitive meanings of parameters \( A \) and \( \beta \) can be derived from the following equation:

\[ S_n(n) = u_*^2 \left( \frac{U(z)}{z} \right)^{2n+1} C \]

(8)

In our model, we determined the parameter values of \( A \) and \( \beta \) with small modifications, given as follows:

\[ A_v = u_* \left( \frac{U(z)}{z} \right)^{2n+1} \beta = \frac{5.0}{3.0} \]

(9)

When we used the wind turbulence spectrum model, we assumed that the constant \( C \) is equal to 1 and omitted the degree of the power of friction velocity because our model was highly sensitive when we presumed the friction velocity as a degree of power, as defined in other wind field models. Usually wind spectrum models describe strong wind turbulence at high altitudes. However, in outdoor scenery simulations, we need to simulate winds closer to the ground.

From Eq. (9), we can describe the physical meaning of a parameter \( A \) in the along-mean-wind direction in terms of wind characteristics, where \( z \) is the observed height above the ground, \( u_* \) is the friction velocity, and \( U(z) \) is the mean wind velocity at a height of \( z \).

The lateral and vertical turbulence components are generally lower in magnitude than the corresponding longitudinal value. Thus, the following simple relationships are applied to the parameter value of \( A \) for the other two directions of wind velocity [21]:

\[ A_v = 0.88A_u \]
\[ A_w = 0.55A_u \]

(10)

The parameter \( \beta \) can vary depending on the characteristics of wind as well as the velocity component of wind. Generally, the parameter \( \beta \) is selected as 5.0/3.0 according to Kolmogoroff’s law applied in the along-mean-wind direction. Also, the friction force \( u_* \) can be derived from Eq. (1). To determine the friction force \( u_* \) we must know the mean wind speed \( U(z) \) at a height of \( z \) above the ground and the terrain roughness \( z_0 \). Typical values of terrain are provided in TABLE 1. Animators can use TABLE 1 as the reference to control the wind field while simulating a specific type of wind depending on the terrain roughness and the height of the observation point. In section IV, we illustrate the influence of parameters on the simulated wind fields for various terrain conditions at different heights.

### 4.3 Wind shear

As mentioned in section I, the mean wind speed is characterized by terrain roughness, height of the observation point, and friction velocity. Surface friction slows down wind speed and changes the wind direction. Because of wind shear, the wind speed or direction changes with height in the atmosphere.

<table>
<thead>
<tr>
<th>Type of terrain</th>
<th>( z_0 ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>0.0001–0.001</td>
</tr>
<tr>
<td>Sea surface</td>
<td>0.005</td>
</tr>
<tr>
<td>Grass</td>
<td>0.01–0.1</td>
</tr>
<tr>
<td>Pine forest</td>
<td>0.90–1.0</td>
</tr>
<tr>
<td>Suburban areas</td>
<td>0.20–0.40</td>
</tr>
<tr>
<td>Centers of cities</td>
<td>0.35–0.80</td>
</tr>
</tbody>
</table>

### 4.4 Taylor’s frozen turbulence hypothesis

We can use Taylor’s frozen turbulence hypothesis to interpret time series as a space series, as used by [1]. Taylor’s hypothesis is expressed as

\[ u(x, y, z, t) = u(x - tU, y, z) \]

(11)

The advantage of using this hypothesis is that it enables dimensional reduction. Thus, we applied this hypothesis to the two-dimensional frozen wind fields in our grass field simulation.

### 4.5 Implementation steps

We now describe the implementation steps involved in the calculations made in our proposed approach.

**Step 1:** Determine characteristics of wind fields by defining wind parameters such as mean wind speed \( U(z) \) at the given height \( z \) and the terrain roughness \( z_0 \).

**Step 2:** Calculate friction force using Eq. (1).

**Step 3:** Calculate parameter values of \( A_v \), \( A_w \), and \( A_u \), as defined in section IV. 2, for each wind velocity component.

**Step 4:** Select parameter \( \beta \) as 5.0/3.0 according to Kolmogoroff’s law applied in the along-mean-wind direction.

**Step 5:** Construct wind power spectrums for each wind direction according to Eqs. (7), (9) and (10).

\[ S_v(f_1,\ldots,f_n) = \frac{A_v}{\left(\sum_{i=1}^{n} f_i^{2n+1}\right)^{1/(2n+1)}} \]
\[ S_w(f_1,\ldots,f_n) = \frac{A_w}{\left(\sum_{i=1}^{n} f_i^{2n+1}\right)^{1/(2n+1)}} \]

(12)
\[ S_u(f_1, \ldots, f_n) = \frac{A_u}{\sum_{i=1}^{n} f_i^2} \]

**Step 6**: Apply inverse Fourier transform based on the dimension of the simulated wind field for each wind component:

\[
\text{IFFTnD}(S_u) \\
\text{IFFTnD}(S_v) \\
\text{IFFTnD}(S_w)
\]

**Step 7**: Employ Taylor’s frozen turbulence hypothesis to generate frozen wind fields, if required.

V. RESULTS

5.1 Experimental results

This section briefly describes the experimental results obtained by constructing specific types of wind fields according to the terrain and height pertaining to the selected parameter values that are listed in TABLE 1, as illustrated in section IV.4.

In our experiments, we simulated winds for different terrains. In the first case, we constructed winds in suburban area. In the second case we considered terrain as an open area. In our simulations we also examined the elevation of the observation points. This could be used in graphical outdoor scenery simulations. The simulated winds are illustrated in Fig. 2 with the selected wind parameters. As shown in Fig. 2, wind turbulence has a strong dependence on terrain roughness and the elevation of the observation point for a given mean wind speed. Wind is more turbulent in suburban areas than in open areas.

![Simulated winds at different parameter values](image)

Fig. 2. Simulated winds at different parameter values

5.2 Wind field simulation and its visualization

In this section, we illustrate the simulation of 3D non-frozen turbulence and 2D frozen turbulence wind fields and compare our results with those obtained by other well-known approaches. To demonstrate the turbulence of 3D velocity fields, we used an RGB color combination that corresponds to the magnitude of the velocity components \( u \), \( v \), and \( w \). For example, the color value R determines the strength of the \( u \) component in the simulated wind field at a given point. Further, in our illustration, the direction as well as magnitude of velocity is depicted by a line (see Fig. 3).

![Screenshots of simulated three-dimensional wind velocity fields](image)

Fig. 3. Three-dimensional non-frozen turbulent wind fields (32 × 32 × 32). Screenshots of simulated three-dimensional wind velocity fields. (a) By our approach. (b) By Stam and Fiume’s approach [2].
We chose a grass field to visualize two-dimensional wind fields and it is flexible and therefore most suitable for simulation. In our grass field simulation, we considered a simple object that modeled individual blades of grass and employed the wind velocity field simulated by our proposed approach. For large-scale scenery simulations such as those of grass fields, it is better to use Taylor’s frozen turbulence hypothesis to decrease the dimensionality of space.

We compared the result of our grass field simulation and its wind velocity field with the results obtained from Shinya and Fournier’s approach (see Fig. 4 and Fig. 5). From the experiments, our simulated grass field illustrates effects that are very similar to natural grass fields as well as the simulated fields obtained by Shinya’s approach.

We preferred tracing particles through the wind fields as a better visualization method for 3D wind fields. Fig. 3 shows screenshots of 3D wind fields implemented by our approach; they are compared with those implemented by Stam’s approach. We compared our results for particle tracing to the ones obtained by Stam and Fiume’s approach. The implementation results are shown in Fig. 6 and Fig. 7. TABLEs 2 and 3 show a comparison between our approach and other approaches in terms of method complexity and computational cost.

| TABLE 2: PERFORMANCE RESULTS OF 2D FROZEN TURBULENT WIND FIELDS. |
|-----------------------------|-----------------------------|-----------------------------|
| Size 512 × 512               | Size 1024 × 1024             |
| Our approach                | 359 ms                      | 2,438 ms                    |
| Shinya et al. [1]           | 493 ms                      | 2,969 ms                    |
VI. CONCLUSION

We presented an alternative approach to simulate three-dimensional non-frozen turbulent wind fields. By using an fBm-noise based approach with the characteristics of natural wind, wind fields can be constructed in a simple manner with reasonable visual accuracy. Simulated wind fields are described by relatively few parameters. Our approach provides an intuitive description of wind parameters to control wind fields. The implementation results demonstrate that our proposed approach is competitive with other well-known approaches through the comparison of implementation results and visualizations.

TABLE 3: PERFORMANCE RESULTS OF 3D NON-FROZEN TURBULENT WIND FIELDS.

<table>
<thead>
<tr>
<th></th>
<th>32 $\times$ 32 $\times$ 32</th>
<th>64 $\times$ 64 $\times$ 64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>3,250 ms</td>
<td>64,297 ms</td>
</tr>
<tr>
<td>Stam et al. [2]</td>
<td>4,188 ms</td>
<td>83,158 ms</td>
</tr>
</tbody>
</table>

Note that performance measurements were obtained using a computer with Intel Core (3.0GHz) processor and 2GB of RAM and measured in milliseconds.
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